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Globus is ...

a non-profit service
developed and operated by

B8 THE UNIVERSITY OF

CHICAGO




Our mission is to...

increase the efficiency and
effectiveness of researchers

engaged in data-driven
science and scholarship
through sustainable software.
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€ Our freemium sustainability model

« Basic capabilities are available free of charge to
anyone engaged in non-profit research

« Subscriptions enable enhanced features for both
researchers and system administrators

* Subscription pricing based on level of research
supported




gb“ Which best describes your primary role at your
institution?

d Research computing
manager/leader

d Research computing
staff/System administrator

;“ 1 Compliance/security staff/leader
1 Researcher/postdoc
J Student

J Infrastructure/Service provider




&

In service for science and
scholarship...




g’_‘) Digital agriculture — University of Winnipeg

* Increasing crop yields usmg
machine learning models

* Building training data sets

— 40K images per day, tagged
with metadata

— Move data from diverse
sources to campus storage,
then onto Compute Canada
HPC to run models

’ O rCh eStrate d ata tra n Sfe r Credit: Dilbarjot and Michael Beck
u S | n g G IO b u S C L I Physic;s and Applied Computer Science , University of Winnipeg
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£ Secure data sharing for international collaboration

Earth’s heart of iron begins Microglia in chronic pain recovery ! Particle acceleration "
toyield its secrets p.13 and relapse pp.33&86 | inanova explosion p.77 .‘ NI | 2 I ( o n SO r-t I u m
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S Clence :
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science.org
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u Closing in on acomplete u] | |
2 - human genome p.42 2 | |

Ly

Resolved sequences by the T2T-CHM13v2.0 reference genome.
Resource: T2T consortium

globus.org/user-stories/globus-enables-multi-institutional-data-sharing

B IR s




£ Instrument data delivery at scale

BIOMEDICAL RESEARCH CORE FACILITIES

ADVANCED GENOMICS CORE

Use Globus to deliver UNIVERSITY OF MICHIGAN

S‘%‘” 100s of TB of genomic

— data to researchers

Sequencer
. Pr[i)r:tzry EI Primary |__ | Medium-Term ,W
NAS Analysis Storage NAS =

Sequencer &

Researcher’s Secondary
Storage Analysis

5

H
&

Long Term Archive




@ Data Management at Cyro-EM Facilities

Pacific Northwest Cryo-EM Processing Center

(PNNL and Oregon Health Sciences University Case Western Reserve — Cryo-EM Core

Globus for

automated data sync as new
data is collected

provisioning of data access
for researchers

reliable, secure data access
for users

monitoring and management
via console

Credit: https://case.edu/medicine/research/som-core-

Credit: https://pncc.labworks.org/about-us facilities/cryo-electron-microscopy-core
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gﬁ Streamlining processing of field data
Having a Globus Flow developed in FWL HALL

collaboration with our Research Computing COLLEGE
Colleagues and maintained in a library of flows
allows high-speed computing to be available to
a larger number of potential users. In my case,
the Globus flow structure will allow me to
incorporate collaborators and volunteers more
easily into my research, which increases
community impact and engagement.

-Dan Ardia, Charles A. Dana Professor of
Biology, F&M College

B CHIEAGS e



£ Exemplar Use Case: ML-based drug screening

CHEMICAL CANONICALIZATION COMPUTE FEATURES DEEP LEARNING COMPUTING
LIBRARY DATABASE FILTERING RESOURCES
] § X - - ,
4 known eraSY : . :’ oA e B
molecules ‘ T —_— o
* \i @
@RUGBANK
Cerre ] SIMILARITY SEARCH
€D.. cos ~
IO o T
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(oJofajofojofajo]o]a] Hash Pingerprint Mash Fingerprint \‘\.
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Pub(Clhem .
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diverse resources
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q
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National Virtual Biotechnology Laboratory, arXiv:2006.02431



Need to navigate...
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Local/remote
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FACILITY
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Discovery and repository services

Domain Repository

/W HUBMAP eeﬁ
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Generalist/Institutional
Repository

& GREI| [

ecosystem initiative

@ DataCite OSTIGOV
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(' esource
\ entification




£ Stakeholder perspectives or wishlist

Core Facility Staff System
Administrators

No/low-friction path Reliable data egress Managed, centralized
for access to data maximize instrument visibility into system
and computing utilization, and user utilization, access
systems by me and support for analysis policies, etc.

my collaborators

Librarians/ Cybersecurity and
Repository Managers Privacy Staff

Simplified creation Auditable

and implementation enforcement of

of DMPs, meet FAIR variety of compliance
data standards requirements

@@ THE UNIVERSITY OF
CHICAGO | Researc




Unified research
data access and

sharing




€™ Fast, reliable file transfer ...from any to any system

& Globally accessible
. Fire-and-forget v multi-tenant service
transfers/sync

* Optimized speed

» Assured reliability

* Unified view of storage
« HTTP/S access to data

.0
S
connect. ﬁ =14
e ) "‘A i
' i~ :’
- S
Google Cloud




 Intuitive web application interface

] File Manager Panels [J [0 LI

3 Collection = UChicago RCC Midway3 : alcf#dtn_eagle Q ®

FILE MANAGER

Path  /~/ D

% Transfer & Timer Options

] ALCF Username
NAME LAST MODIFIED SIZE ] [

D E099_HPPG_100_55_025C_att06_... 3/17/2023, 11:2... 11045 KB Password

D E099_HPPG_100_55_025C_att06_... 3/17/2025, 11:2.. 11391 KB L 7 Cryptocard or Mobile token password

esgf_demo 3/11/2023, 12:1...
GW_Demo 4/18/2023, 02... m

TestFolder 9/30/2022, 12....
This is a Federal computer system and is the property of the United
States Government. It is for authorized use only. Users (authorized
or unauthorized) have no explicit or implicit expectation of privacy.

TestUserl 3/20/2023, 05....
Any or all uses of this system and all files on this system may be
intercepted, monitored, recorded, copied, audited, inspected, and
disclosed to authorized site, Department of Energy, and law
enforcement personnel, as well as authorized officials of other
agencies, both domestic and foreign. By using this system, the user
consents to such interception, monitoring, recording, copying,
auditing, inspection, and disclosure at the discretion of authorized
site or Department of Energy personnel.

Ll




Transfer/sync options
> 1 Transfer & Timer Options A

Label This Transfer

Transfer Settings NOTE: These settings will persist during this session unless changed.

sync - only transfer new or changed files @

WALIERG! ., modification time is newer

Files which file size is different bverwritten by this

option. file does not exist on destination

checksum is different
() delete file

() preserve source file modification times @
() do NOT verify file integrity after transfer (i)
O encrypt transfer (i)

() Skip files on source with errors @

() Fail on quota errors @

Notification Settings () Disable success notification @
() Disable failure notification @

O Disable inactive notification (i)




£ Globus Connectors support diverse systems

WS |3 O GoogleCloud  Microsgft Az
L “”' SCALITY ) IBMCloud
+ DATACORE | Swarm —

@ Microsoft OneDrive Google Drive L SPECTR:Q

. IBM Spectrum Scale mx |QODS® O.uantumJIl SCALE.
@)

| wasabi | ...
33 Dropbox ceph HPE D +

hot cloud storage



£ Uniform interface, consistent user experience

Collection | Vas Google Cloud Storage Collection &) x) : Vas Google Drive Collection X : Collection | Vas Box Collection ) : Vas AWS S3 Collection

Path u /My Drive/ Path u

Transfer & Tiimer Options ~~ > Transfer & Timer Options

globus-archive 211207_SciDAS_Panel_Enabling_F_and_A_Va... globus-box-archive globus-vault
12/31/1969, 5:59 PM 12/7/2021, 9:05AM 83177 KB 12/17/2020, 1:06 AM 12/31/1969, 5:59 PM

uchicago-public . CC Spring 2022 uchicago-perftest . mpcs-practicum
12/31/1969, 5:59 PM | 6/5/2021, 1:02 PM 3/24/2021, 9:41 PM 12/31/1969, 5:59 PM

globus vvarchive - personal-vault
10/7/2019, 12:11 AM 12/17/2020, 10:45 AM 12/31/1; personal-vault

migration
1/11/2021, 7:18 PM

MPCS 51083-1 Spring 2021
3/6/2021, 1:40 PM -

MPCS 51083-1 Winter 2022
1/10/2022, 10:26 PM -

MPCS 51240 - Product Management
9/24/2020, 356 PM  —

Product Management - Interim Feedback
1/31/2022,12:11AM 0B




gﬁ What types of storage systems do you use/offer?

1 Object store — on prem
J Tape archives
J AWS S3

“ 1 Google — Cloud/Drive
J MS — Blob/OneDrive

J Dropbox

J Box




£ Enabling data ecosystem

Deploy Globus Connect
Server or Personal
Dropbox to connect storage into the

laptop & ¢
desktop Gloogle eCOSystem
computers Cloud
SPECTRA =
* BLACKPEARL

10
01

nterori . Microsoft
& enterprise : Arure

StOrage : Blob Storage
] DATA
Swarm

commercial &

cloud

‘ Quantum.

Data collections
adWwsS Google
~— Drive

CLOUDIAN Microsoft 53
HYPERSTORE OneDrive




Unified access to

compute resources




£ Why do we need to rethink research computing?

Resources Workloads Users

- Hardware specialization * Interactive, real-time * Diverse backgrounds
- Specialization leads to workloads and expertise

distribution « Machine learning training  Different user interfaces

and inference (e.g., notebooks)
« Components may best be
executed in different places

176 180 185200 205 210 5
Latency (s)

1970 1980 (a) tabular file (b) MNIST digit (c) DIALS stills (d) tomographic (e) correlation
extraction process review

prediction p Spectrosco Py

Original data p 1o the year
New ot and daa colected




£~ Managed compute ...on any system

User submits a
function to be run on

. compute endpoints
e Programmatlc dCCessS

compute resources Eb Globally accessible &5 '
* Consistent user interface vy multi-tenant service

* “Fire and forget” function \ a—"
. Globus manages .~ Results
execution the function : returned to
execution on any.:' : the user
endpoint E

* Federated authentication,
and local access control

* Support use of Python for

functions o & Asl P —
el 20 Al 98 il compute facility
Compute
Facility




£ Compute ecosystem

laptop &
desktop
computers TORQUE

HPC
& research
computing

commercial

cloud < PBS Works'

IBM Spectrum

kubernetes

Deploy Globus Compute agent
— single user or multi user to
connect into the ecosystem

Compute
endpoint




£~ How does it look from the researcher’s PoV?

A compute

2 Globus Compute manages _
resource gb the reliable and secure gb

execution on these endpoints

Another

/ compute
\ resource

Compute
Service
globus

You register your code
&k 2 il Wisle), Globus Compute returns results or
stores them until requested

You request a function be
executed on endpoints A and B




Compliant and secure
collaboration




@ Secure data sharing ...from any storage S

select user or group,
and set access
permissions

& Globally accessible
* Fine-grained access —— multi-tenant service
globus
control “overlay” on

Globus controls
Storage system access to shared files

- Share with any identity, oo and accesses aharsd fles,

email, group = - no local account required;
. @ ~ 5 download via Globus
* No need to stage data just T

for sharing AT - e

\J

On-premor ' | :
public cloud =~ & | aptop, server,

storage Google Cloud compute facility




. Data sharing — permissions & roles

@ Presentation Materials - RA

@ Overview @ Permissions Cgﬁ Roles

USER OR GROUP CREATED EXPIRATION

Permissions granted by role

Path: / O Show link for sharing

Brigitte Raumann (braumann@uchicago.edu) 3/8/2024, 04:33 PM never expires D

Identity 6afa2dc5-d219-4078-9a06-
ba37aa32c739 (6afa2dc5-d219-4078-9a06-
ba37aa32c739@clients.auth.globus.org)

12/11/2023, 06:29

never expires
PM P O

Path: /RPI/ D Show link for sharing L.
. 212712024, 03 @ Overview @ Permissions % Roles
Public oM

. Assigned Roles @ Assi
Identity a7a2bd06-919b-478e-9477- 5/3/2024, 04:2 g % Assign New Role
44714198263 (foster@anl.gov)

Path: /Stanford/ . .
O>A Rachana Ananthakrishnan ranantha@uchicago.edu Owner

12/11/2023, 04
All Users

o O>A Rachana Ananthakrishnan ranantha@uchicago.edu Administrator

03;4 7d69a95e-48a8-491e-8e72- 7d69a95e-48a8-491e-8e72- Access Manager
ed1631e81954 ed1631e81954@clients.auth.glo
bus.org




£ Common sharing scenarios enabled by Globus

Disable sharing; not very FAIR, but may be necessary
Allow sharing only by specific users/groups

Allow sharing only from specific systems/directories
Limit sharing to specific institution(s)

Limit access based on time




gﬁ Globus High Assurance for managing protected data

Higher Assurance
Levels for f
Protected =3

Data @

-> PHI, PIl, CUI
- Compliant
data sharing




gb“ What are some of your compliance
requirements?

J NIST 800-53
J NIST 800-171

Jd SOC-2

‘A Jd HIPAA

J CMMC
J GDPR/State Privacy laws
1 Others




Core Facility data

automation




High Resolution
Cryo-EM

Purdue Cryo-EN- 9 >




£ Instrument data processing pattern

Processing
and storage

RESEARCH
BIOINFORMATICS COMPUTING/HPC
o RESEARCH ‘
LAB e .
Data source Q ..
At minimum, make data

COMMERGIAL available to others in
—_ your lab, campus
POLCIES colleagues and/or
Et external collaborators

Access by 4 Sharing permissions
collaborators and policy management




gb“ How do you interact with core/instrument
facilities?

o=

J User of a local facility
1 User of remote facility

J Administrator/manager for facility

 Provide services to facility
(storage/compute/etc)

1 Other interactions




£ Globus Flows for managed automation

 Managed, secure, reliable task orchestration—at scale
* Define, run, and share distributed research pipelines
 Event driven execution model

Auth Transfer  Compute  Transfer Web Form Compute  Describe  Identifier Share Search

GET TRANSFER RUN TRANSFER USER RUN GET MINT SIET INGEST
CREDENTIALS DATA N[O]:] DATA INPUT JOB METADATA DOl POLICY




£~ Automating cryoEM

Globus
Flows

Transfer

Transfer
raw files

Set access
controls

Compute

Launch
analysis job

Transfer

Move final
files

Correct,

classify, ...

Search

Ingest to
index

-m < o0 b

Compute

Extract
metadata




£ Streaming data using Globus

Request secure
tunnel
& Globally accessible
multi-tenant service
globus

Receive identifier
for tunnel

Data Data

Node

Instrument, Stream data I Facility
Lab server '




Beyond automation




£~ Flows to ensure “FAIRness”

Metadata extraction,

RESEARCH index ingest

COMPUTING/HPC
Curation,

INSTRUMENT
approvals

FACILITY
BIOINFORMATICS
CORE

RESEARCH
LAB .
Processing

and storage

Access control/
publication for discovery

Community access via portal,
science gateway or data commons

W ORLDWIDE

SEDE QR

PROTEIN DATA BANK

esearch

(7p/ esource

P u b © h e m M’ =" \ entification




£ Globus Search: Data discovery for any domain

User, curator, librarian,
etc., publishes metadata
into search index

» Scalable metadata store gb Globally accessible [Ba '
. . TTT multi-tenant service
* Fine grained visibility controls globus

« Schema agnostic Globus managei/
metadata access
* Federated auth integration
* Queried via API with facets

@

Users query and 3

discover data of interest




. An example of how we can get to FAIR data

Cancer Registry Records for Research (CR3)

Search Al

Filters (o ® Clear 434,150 available records

Registry =
O kentucky (173,646)

(108,515)
(151,989)

Reporting Source 6

O Autopsy only

(D peath certificate only

(O Hospital inpatientioutpatient or ciinic

([ Laboratory only (hospital or private)
Nursing/convalescent home/hospice

([ other hospital outpatient unit or surge.

([ Physicians office/private medical pract...

[ Radiation treatment or medical oncology.

Registry
@ kentucky
@ pitt

) umich

Diagnosis per Year

Age Group at Diagnosis =

Oao-44 (16,291)  nor 2w an 2o 2015 200
Dasa9 (25.314) 2008 2010 2012 2014 2016
Osos4 (38,330)

Osss9 (49,893)

Oeoea (57,927) ® White
Oes-e9 (61,450) @ Black
O7o.74 (54,744)
O7s79 (45,330)
Oaso-84 (31,959)
Oass+ (26,458)

) Unknown
@ Other Asian
@ American ...
@ Vietnamese.

1”2V

Sex =

Oremale (218,515)
O mate (215,635)

Age Group at Diagnosis
100,000

N |
60-64 7074 8084
9

ry 7
4549 5559 6569 757 85+

@ Female
@ Male

Federated login =» instant access
using your institutional credentials

Google-like text search with
facets for filtering

Variable facets based on
source registry index

Dynamically updating
charts as facets change

Restricted visibility to
sensitive data




gb

Flows and Transfer
for data lifecycle management

Extract metadata Automated
Secure data ,
Tar and transfer and push to an processing on data
egress ! !
index deposit

Configure a flow to run when user transfers data to or
from a collection




£ Secure egress

Globus
Flows

Flow Required for Transfer X

Rachana Laptop requires a flow to be run in order to initiate a

transfer.

Would you like to continue and run the flow? The options
you've selected will be saved and you will be redirected to start

the flow.

User initiates a transfer, and policy
triggers a flow to process request

Transfer

Transfer
files staging
area

Transfer

Move final
files

Compute

)

Launch
screening
job

Choice

LA\
&/

Admin
appoval




£ Using Globus Platform




779,000+ , 2140+ W )
DENTITY [figis MATATATATA T IDENTITY ocaL | EES 2
REGISTERED PROVIDERS STORAGE

ERS/APP INSTITUTIONAL
DEVELOPER USERS/ S STORAGE
APIs

AUTOMATION . P g
6 = 116100+ 1. -

MANAGEMENT

TRANSFER ACTIVE DATA

COLLECTIONS 4
ACCESS FILE
CONTROL SHARING

\ HIGH
CEMOTE PERFORMANCE
— : RELIABLE N COMPUTING
COMPUTE ﬁ N TRANSFER

= 12 Ors

PER DAY

CONNECTED ACTIVE SHARED
INSTITUTIONS COLLECTIONS COMMERCIAL

CLOUD
‘ STORAGE

umbers reflect the 12-month period ended 01/01/2026




€5 Thank you!

Engage: ranantha@uchicago.edu

Website: globus.org

Documentation: docs.globus.org

Support: support@globus.org




